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Research Growth
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Predicting the Future of AI with AI: High-Quality link prediction in an exponentially growing knowledge network, 2022

https://arxiv.org/pdf/2210.00881
https://arxiv.org/pdf/2210.00881
https://arxiv.org/pdf/2210.00881
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The real problem is not information overload, it’s filter failure.

— Clay Shirky



Why AI/LLMs for Literature Search?
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Uncover Emerging Trends

e.g., Forecasting high-impact research topics

Semantic & Relation Understanding

e.g., LLMs for literature review

Boost Research Efficiency and Increase Creativity

e.g., Scientific QA, Knowledge Graph Enhanced Search, Semantic Search, personalized Recommendation

Forecasting high-impact research topics via machine learning on evolving knowledge graphs, 2025
LitLLMs, LLMs for Literature Review: Are we there yet? 2025
Elicit, Connected Papers, Scholar Inbox, ResearchTrend.ai

https://iopscience.iop.org/article/10.1088/2632-2153/add6ef/pdf
https://iopscience.iop.org/article/10.1088/2632-2153/add6ef/pdf
https://iopscience.iop.org/article/10.1088/2632-2153/add6ef/pdf
https://arxiv.org/pdf/2412.15249v2
https://arxiv.org/pdf/2412.15249v2
https://elicit.com/
https://www.connectedpapers.com/
https://www.scholar-inbox.com/
https://researchtrend.ai/


5

AI Enhanced Search System

Paper Chat and Scientific QA

Graph Based System

Recommendation System

Open Discussion

01

02

03

04

05

Outline

……

……

……

……

……

Semantic Search, Information 
Extraction, Summarization

RAG, Chunking, Multi-Agent
Long Context Understanding

Graph-based QA, SQL Search, Graph 
Learning, Visualization

Embedding, Content-Based Filtering, 
Collaborative Filtering

Future Direction and Conclusion



6

AI Enhanced Search System

Paper Chat and Scientific QA

Graph Based System

Recommendation System

Open Discussion

01

02

03

04

05

Outline

…… Semantic Search, Information 
Extraction, Summarization

RAG, Chunking, Multi-Agent
Long Context Understanding

Graph-based QA, SQL Search, Graph 
Learning, Visualization

Embedding, Content-Based Filtering, 
Collaborative Filtering

Future Direction and Conclusion



Evolution of academic search engines
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Comprehensive review of academic search systems: evolution, analysis, and future research directions, 2025

https://www.researchgate.net/publication/393407460_Comprehensive_review_of_academic_search_systems_evolution_analysis_and_future_research_directions
https://www.researchgate.net/publication/393407460_Comprehensive_review_of_academic_search_systems_evolution_analysis_and_future_research_directions
https://www.researchgate.net/publication/393407460_Comprehensive_review_of_academic_search_systems_evolution_analysis_and_future_research_directions


Data Source
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How AI enhance literature search platforms?

• Mimic human researchers workflows and expand 
search function.

• Two LLM agents: crawler and selector.

14

PaSa: An LLM Agent for Comprehensive Academic Paper Search, 2025



How AI enhance literature search platforms?
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Performance

• Imitation Learning + Reinforcement Learning

16



Taxonomy-guided Index Construction

• The Problem: Beyond Surface-Level 
Text Matching

• TaxoIndex Framework

• Step 1: Constructing the Semantic 
Index

• Step 2: Index-grounded AI Training 
(Fine-tuning)

• Step 3: Enhanced Retrieval Process

17

Taxonomy-guided Semantic Indexing for Academic Paper Search, 2024



Deep Research -- ChatGPT / Gemini
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Model data and training

• Browsing datasets

• Graded against the ground truth 
answers or chain-of-thought model

• Safety datasets from o1 training

Risk and mitigation

• Prompt Injections

• Disallowed Content
• Privacy

• Ability to Run Code
• Bias

• Hallucinations

Overall 
Evaluation: 

Medium

Deep Research System Card, 2025
Gemini Deep Research

https://cdn.openai.com/deep-research-system-card.pdf
https://gemini.google/overview/deep-research/


1 (Summary) - AI Enhanced Search System

• Main Function
• Optimize scholarly information retrieval
• Context-aware, semantically rich, and personalized search results

• Key Techniques
• LLM-based agents
• Embedding-based Retrieval
• Personalization

• Challenges
• Data heterogeneity
• Limited handling of complex scientific content

19
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2 - Paper Chat and Scientific QA
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PaperQA – An Agent-Based RAG System

• Aims to address the hallucinations and knowledge update.

• Key Components:
• Search, Gather Evidence, Answer Question

26

PaperQA: Retrieval-Augmented Generative Agent for Scientific Research, 2023

https://arxiv.org/pdf/2312.07559
https://arxiv.org/pdf/2312.07559
https://arxiv.org/pdf/2312.07559


Mostly focus on…

KG Integration

27

Multi-domal QA

Domain knowledgeBenchmarking

Complex Reasoning

The SciQA Scientific Question Answering Benchmark for 
Scholarly Knowledge, 2023
ChemVLM: Exploring the Power of Multimodal Large 
Language Models in Chemistry Area, 2025
BLADE: Enhancing Black-box Large Language Models 
with Small Domain-Specific Models, 2024
SCITAT: A Question Answering Benchmark for Scientific 
Tables and Text Covering Diverse Reasoning Types, 
2024
GIVE: Structured Reasoning of Large Language Models 
with Knowledge-Graph-Inspired Veracity Extrapolation, 
2025

https://www.nature.com/articles/s41598-023-33607-z
https://www.nature.com/articles/s41598-023-33607-z
https://arxiv.org/pdf/2408.07246
https://arxiv.org/pdf/2408.07246
https://arxiv.org/pdf/2403.18365
https://arxiv.org/pdf/2403.18365
https://arxiv.org/pdf/2403.18365
https://arxiv.org/pdf/2403.18365
https://arxiv.org/pdf/2403.18365
https://arxiv.org/pdf/2403.18365
https://arxiv.org/pdf/2412.11757
https://arxiv.org/pdf/2412.11757
https://arxiv.org/pdf/2412.11757
https://arxiv.org/pdf/2410.08475
https://arxiv.org/pdf/2410.08475
https://arxiv.org/pdf/2410.08475
https://arxiv.org/pdf/2410.08475
https://arxiv.org/pdf/2410.08475
https://arxiv.org/pdf/2410.08475
https://arxiv.org/pdf/2410.08475


2 (Summary) - Paper Chat and Scientific QA

• Main Function
• Interactive Q&A with research papers

• Key techniques
• LLM-based agents
• PDF Parsing & Contextual Chunking
• Summarization & Key Point Extraction
• Multi-turn Dialogue Tracking

• Challenges
• PDF Quantity & Size Limits
• Domain Knowledge
• Reliability & Explainability

28
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3 - Graph Based System
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3 - Graph Based System
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LLMs4Synthesis: Leveraging Large Language Models for Scientific Synthesis, 2024

https://arxiv.org/pdf/2409.18812


Performance and Conclusion

• SFT+RLAIF performs the best. 

36



Trending Prediction

• Predict the impact of onsets of ideas.

• Extract 141 features for each pair are 
calculated.

• 41 network features
• 58 of these are node citation 

features
• 42 features are about vertex pairs

• Graph Learning?

37

Forecasting high-impact research topics via machine learning on evolving knowledge graphs, 2025

https://iopscience.iop.org/article/10.1088/2632-2153/add6ef/meta
https://iopscience.iop.org/article/10.1088/2632-2153/add6ef/meta
https://iopscience.iop.org/article/10.1088/2632-2153/add6ef/meta


LLMs + Graph?
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A Survey of Large Language Models for Graphs, 2025

https://arxiv.org/pdf/2405.08011
https://arxiv.org/pdf/2405.08011


3 (Summary) - Graph Based System

• Main Function
• Relationships between research papers
• Explore knowledge structures

• Key techniques
• Citation & Co-Authorship Networks
• Graph Visualization & Navigation
• Trending & Citation Analysis

• Challenges
• Effective Graph Representation
• Graph Update
• Integration with LLMs

39
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Recommendation System
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A Survey of Recommendation Systems: Recommendation Models, Techniques, and Application Fields, 2022

https://www.mdpi.com/2079-9292/11/1/141
https://www.mdpi.com/2079-9292/11/1/141


Pipeline of recommendation systems

47

A Survey of Recommendation Systems: Recommendation Models, Techniques, and Application Fields, 2022

https://www.mdpi.com/2079-9292/11/1/141
https://www.mdpi.com/2079-9292/11/1/141


Content-based Methods

48

• Compares topics from the researcher's profile with
the language models of unseen papers.

• Uses the symmetrized Kullback-Leibler divergence to
measure similarity between probability distributions
(topics and language models).

• Limitations
• Shifted Cold-Start Problem
• Potential for Limited/General Concepts
• Lack of Contextual Citation Information

An LDA-Based Approach to Scientific Paper Recommendation, 2016

https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf
https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf
https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf
https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf
https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf
https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf
https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf
https://boa.unimib.it/bitstream/10281/137815/1/nldb%20article.pdf


NNSelect+NNRank

49

Content-Based Citation Recommendation, 2018

https://aclanthology.org/N18-1022/
https://aclanthology.org/N18-1022/
https://aclanthology.org/N18-1022/
https://aclanthology.org/N18-1022/
https://aclanthology.org/N18-1022/
https://aclanthology.org/N18-1022/


Collaborative Filtering

• By training a text encoder network as a combination of content recommendation
and item metadata prediction (e.g., tag prediction)

50

Ask the GRU: Multi-Task Learning for Deep Text Recommendations, 2016

https://arxiv.org/pdf/1609.02116
https://arxiv.org/pdf/1609.02116
https://arxiv.org/pdf/1609.02116
https://arxiv.org/pdf/1609.02116


Hybrid Systems
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A Dual Augmented Two-tower Model for Online Large-scale Recommendation, 2021

https://dlp-kdd.github.io/assets/pdf/DLP-KDD_2021_paper_4.pdf
https://dlp-kdd.github.io/assets/pdf/DLP-KDD_2021_paper_4.pdf
https://dlp-kdd.github.io/assets/pdf/DLP-KDD_2021_paper_4.pdf
https://dlp-kdd.github.io/assets/pdf/DLP-KDD_2021_paper_4.pdf
https://dlp-kdd.github.io/assets/pdf/DLP-KDD_2021_paper_4.pdf


Comparsion of Recommendation Systems

52

Model Type Pros Cons

Content-Based Filtering

• Works well for new users
• Personalized to individual 

preferences
• Doesn’t require large user base
• Easy to interpret

recommendations

• Needs detailed item features
• Limited discovery of new interests

Collaborative Filtering
• Doesn’t need item metadata
• Leverages collective user

behavior

• Struggles with sparse data
• Scalability issues in memory-based

Hybrid Systems
• Combines best of all models
• Mitigates individual weaknesses
• Often improves accuracy

• Increased complexity
• Requires more computation



Document Embeddings

53

TF-IDF SPECTER

GTE Qwen-3 Embedding

BM25

TF-IDF

Normalize

BM25 Feature



Scholar Inbox – 2025 Demo

• Personalized Recommendations

• Scholar Maps 

• Collections 

• Conference Planner

54

Scholar Inbox: Personalized Paper Recommendations for Scientists, 2025

https://aclanthology.org/2025.acl-demo.30.pdf
https://aclanthology.org/2025.acl-demo.30.pdf


Software Flow
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Scholar Inbox: Personalized Paper Recommendations for Scientists, 2025

https://aclanthology.org/2025.acl-demo.30.pdf
https://aclanthology.org/2025.acl-demo.30.pdf


Recommender system
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Scholar Maps
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Scholar Inbox: Personalized Paper Recommendations for Scientists, 2025

https://aclanthology.org/2025.acl-demo.30.pdf
https://aclanthology.org/2025.acl-demo.30.pdf


Scholar Maps
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Scholar Inbox: Personalized Paper Recommendations for Scientists, 2025

https://aclanthology.org/2025.acl-demo.30.pdf
https://aclanthology.org/2025.acl-demo.30.pdf
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Why we create Scholar Inbox?



9.000 users come back again and again 

60

Total: 28k Users (so far)



Welcome to check our paper

• First time serving NLP conference.

• Hall 5X,  28th July,  11:00-12:30, ACL 2025.

61
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4 (Summary) - Recommendation System

• Main Function
• Keep updated literatures
• Personlized Recommendation
• Collections

• Key techniques
• Content-Based Filtering
• Collaborative Filtering
• Semantic Search & Embeddings

• Challenges
• Cold Start Problem
• Overpersonalization vs Matthrew Effect
• Dynamic Interests of Researchers

63



Overview of popular literature search
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Other AI-enhanced Literature Search
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Conclusion
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• AI is transforming literature search.



Conclusion
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• AI is transforming literature search.

• AI tools boost discovery but still require oversight.
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• Four AI paradigms jointly redefine research workflows.



Conclusion
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• AI is transforming literature search.

• AI tools boost discovery but still require oversight.

• Four AI paradigms jointly redefine research workflows.

• Future directions point to smarter, multimodal systems.



Future Direction

• Multimodal literature search
• Integrating text and figures/tables

• Event-oriented summarization
• Extracting and organizing key research events (e.g., discoveries, methods, 

results) for clearer insights

• Real-time updates & knowledge tracking
• Continuous integration of new findings

• Integration with scientific knowledge graphs
• Structured, interconnected research data

70



Thank you! Any questions?
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